Course 2 Task 2 Project Instructions

You have been asked by Danielle Sherman, CTO of Blackwell Electronics, to predict the customers' brand preferences that are missing from the incomplete surveys by conducting two classification methods in R. Once you have determined which classifier—*k*-nearest-neighbor or decision tree—works better on the provided data set, she would like you to predict the brand preferences for the incomplete survey responses and prepare a report of your findings.

**This task requires you to prepare one deliverable for Danielle Sherman:**

* ***Customer Brand Preferences Report.*** A report in a Zip file that includes:
  + A brief summary in Word or Excel of your methods and results that includes:
  + The classifiers you tried.
  + The classifier you selected to make the predictions, including a rationale for selecting the method you did and the level of confidence in the predictions.
  + The predicted answers to the brand preference question for the instances of survey results that are missing that answer.
  + A chart that displays the customer preference for each brand based on the combination of the actual answers and the predicted answers to the brand preference survey question.
  + The results of each classifier you ran exported from R

#### [2. Introduction to the caret Package](https://ut.daacertificate.com/mc/poa?productID=2655&taskID=3351" \l "collapsepoa4320)

The [**caret**](http://cran.r-project.org/web/packages/caret/index.html) package (short for Classification And REgression Training) is a set of functions that attempt to streamline the process for creating predictive models. The package contains tools for:

* data splitting
* pre-processing
* feature selection
* model tuning using resampling
* variable importance estimation

In this step you will work through the following exercises to become more familiar with this all-important package for R; you will be using caret throughout the remainder of the program so it is very important that you become very confident with applying it to data analytics problems. To do this you will need to work through a short tutorial on the package and be prepared to discuss your questions and findings in the weekly mentor meetings.

To begin:

1. Work through the [A Short Introduction to the caret Package](https://cran.r-project.org/web/packages/caret/vignettes/caret.pdf) tutorial so you can understand how the training process in caret works. You’ll need the skills from the tutorial to work through the remainder of this task so be sure to allocate enough time for working the examples and working through some of the free datasets from the optional resources in task one to reinforce your learning.
2. After working through the introduction to the caret package: Develop a working ‘pipeline’ (an example can be seen in the resources) for model training/testing using the caret package so you can easily train/test different models for the capstone. At a minimum you should utilize the following functions with a definitive training and testing set that you will build from the training data that you have already sampled:
   * createDataPartition()
   * trainControl()
   * train()
   * predict()
   * postResample()
3. You might also find it quite useful to use an alternate tuning grid such as expand.grid, which can be used to specific any of the numerous training parameters that are available with many of the model that are available in the caret package.

TIP:

There are additional tutorials on the caret package in the optional resources.

1. **[Create Predictive Model Using k-Nearest-Neighbor](https://ut.daacertificate.com/mc/poa?productID=2655&taskID=3351" \l "collapsepoa3326)**
2. **Import and familiarize yourself with the training set.** The file ***Survey\_Responses\_Complete*** is an CSV file that includes answers to all the questions in the market research survey, including which brand of computer products the customer prefers. You will be using this data set to train and test the classifier to make predictions. You will notice that there is a mix of numeric and nominal values; some might need to be converted to factors. Consult the *Survey Coding Key* tab in***Survey Key and Complete Responses*** to gain an understanding of what the survey response values mean. The coding key’s primary function is to help you understand the coding of the survey – you only need the coding key to prepare the labels in your final preferences graph.
3. **Using createDataPartition create training and testing sets.** These will be created from the *Survey Responses Complete.csv* file. The training data should represent 75% of the total data and the remaining 25% will be used for testing. After optimizing your model you'll later use it to make predictions on the incomplete surveys.
4. **Run the KNN classifier on the training set with 10-fold cross validation**. In the task one, you used KNN to predict a specific *numeric*value (the sales volume of a new product); in this task you will use the KNN classifier to predict *nominal* data (a customer's computer brand preference). The main difference is that, in numeric prediction, you are inferring a real number (such as how many products may be sold in a period of time) while, in nominal (or categorical) prediction, you are selecting what class a given observation belongs to. Remember that the data mining algorithms make the prediction in both types of tasks based on the similarities and differences between the attributes (columns) of observations (rows). You will be classifying "brand" in this task. After running KNN:
   1. Assess the performance of the trained model and record the Accuracy and Kappa scores for each K value the model used during training.
5. **Make predictions.**Using the KNN model you just built and the testing set created previously make predictions using the predict() function.
   1. After making the predictions using the testing set use postResample() to assess the metrics of the new predictive model.
      1. Assess the performance of the predictive model and record the Accuracy and Kappa scores.

#### [4. Create Predictive Model Using Decision Tree Classifiers](https://ut.daacertificate.com/mc/poa?productID=2655&taskID=3351" \l "collapsepoa3327)

1. **Run the Random Forest classifier on the training set with 10-fold cross validation**. Using the same caret pipeline you developed for the previous task and the same training and test sets build a trained model using the Random Forest classifier in the caret package. After building the trained model:
   1. Assess the performance of the trained model and record the Accuracy and Kappa scores for each number of features the model used during training.
2. **Make predictions.**Using the trained model you just built and the testing set created previously make predictions using the predict() function.
   1. After making the predictions using the testing set use postResample() to assess the metrics of the new predictive model.
   2. Assess the performance of the predictive model and record the Accuracy and Kappa scores.

#### [Predict Product Preference](https://ut.daacertificate.com/mc/poa?productID=2655&taskID=3351" \l "collapsepoa3328)

1. **Compare optimized predictive models and select one.** Compare the error metrics for your optimized classifier with the error metrics for your optimized Decision Tree or Nearest Neighbor model. Select which predictive model performed better on this data set.
2. **Use the test set (incomplete responses.csv) and apply the predictive model you selected (KNN or Random Forest).**
3. **Use the predict() function and your trained model to make predictions against the testing set**. Be sure to record the performance metrics for your report.
4. **Create a simple chart in Excel** to clearly illustrate the predicted brand preferences.
5. **Write your Customer Brand Preferences Report.** Write a one or two page summary of your methods and findings, including the chart you prepared and collect the results that you saved.
6. **![https://s3.amazonaws.com/gbstool/pub/images/mentor_review.png](data:image/png;base64,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)Submit your Customer Brand Preferences Report.** Create a Zip file that includes your report and R results. Click on **SUBMIT CUSTOMER BRAND PREFERENCES REPORT** in the **Submit Your Work** tab and upload the document.